
Video Tutorial: Logistic Regression
Data for Impact



• Generate strong evidence for program and 
policy decision making

• Build individual and organizational capacity
• Enhance the use of data for global health 

programs and policies

D4I works to:



Outline • Logistic Regression Overview 
• STATA Demonstration 



Resources 
• Background information sheet 

• Overview of logistic regression
• Useful resources

• PowerPoint presentation 
• Sample dataset 
• Sample do file



• The team was tasked with creating video tutorials on how 
to use specific methods and commands to analyze routine 
data for evaluation and research. 

• This video is not intended for beginners but for those who have 
some experience with data analysis and STATA

• This tutorial focuses on logistic regression and is part of a 
part of a series that outlines the use of two statistical 
methods in the evaluation of routine data 

• For information on different methods used to analyze 
routine data, as well as the materials used in this 
presentation see https://www.data4impactproject.org/

Video tutorial objective

https://www.data4impactproject.org/


• Dependent variable is a nonmetric, dichotomous/ 
binary variable

• Analytical approach used to model dichotomous 
outcome variables

• Extensive use in health care and social sciences
• The log odds of the outcome is modeled as a 

linear combination of the predictor variables.

Logistic Regression



• Gained widespread application in situations 
involving a binary outcome 

• Easy to use and interpretation
• Robust estimation properties 
• No assumptions on distribution of classes
• It can be extended to multi-class classification 

(multinomial logistic regression)

Benefits



• Assumption of linearity between exploratory 
variables and log odds

• Can lead to an overfit model
• Requires no/moderate collinearity between 

covariates 
• Cannot be used for continuous outcomes

Limitations



Assumptions

1. Dependent variable should consist of two 
categorical, independent groups 
• Dichotomous variable 
• Categories are mutually exclusive and exhaustive 

2. Two or more independent variables
• Measured at the continuous or nominal level

3. Independence of observations 
• No relationship between the observations



Assumptions

4. Data must not show multicollinearity
• High correlation between two or more independent 

variables 
5. Linear relationship between any continuous 

independent variables and the logit 
transformation of the dependent variable

6. No significant outliers, high leverage points or 
highly influential points



• Peduzzi Concato, Kemper, Holford, & Feinstein (1996) 
• n = 10 (k / p)

• k = number of covariates/predictors
• p = proportion of successes

• Minimum n = 100

• Long (1997) 
• n < 100 cases  risky
• n ≥ 500 cases  adequate 

• at least 10 cases per predictor

Sample Size



Regression Model

ln
p

(1 − p) = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋1 + 𝛽𝛽2 𝑋𝑋2 + … + 𝛽𝛽𝑘𝑘𝑋𝑋𝑘𝑘

where 
• p = probability when outcome occurs (y=1) 
• X = independent variables
• 𝛽𝛽 = regression coefficients 

Odds/logit

Direction of change Amount of change

𝛽𝛽 change in the expected log odds relative to a one unit change in X1 (a given 
predictor) holding all other predictors constant



• Odds > 0   positive association
• Log odds of being a success/falling into target group 

increases with increasing values in the covariate variable
• Odds < 0  negative association

• Log odds of being a success/falling into target group 
decreases with increasing scores in the covariate variable

• Odds = 0 lack of association
• No systematic increase or decrease in the log odds of 

being a success/falling into target group with increasing 
values in the covariate variable

Odds



Regression Model

where 
• p = probability when outcome occurs (y=1) 
• X = independent variables
• 𝛽𝛽 = regression coefficients 

p
(1−p)

= 𝑒𝑒𝛽𝛽0+𝛽𝛽1𝑋𝑋1+𝛽𝛽2 𝑋𝑋2+ … +𝛽𝛽𝑘𝑘𝑋𝑋𝑘𝑘Odds Ratio

𝛽𝛽 change in the odds of success relative to a one unit change in X1 (a given 
predictor) holding all other predictors constant



• Odds Ratio (OR)
• Values are between 0 and +∞

• OR > 1.0 positive association
• OR < 1.0 negative association
• OR = 1.0 lack of association

• 95% Confidence Interval
• Range includes 1

• association is not statistically significant (p≥0.05)
• Range does not include 1

• statistically significant association (p<0.05)

Odds Ratio

≈ Odds > 0
≈ Odds < 0
≈ Odds = 0



Odds 
• Logit depvar indepvar1 indepvar2 indepvar3 

Odds Ratio
• Logit depvar indepvar1 indepvar2 indepvar3, or 
• Logitistic depvar indepvar1 indepvar2 indepvar3 

STATA Syntax Dependent Variable/Outcome

0
Failure

1
Success



• Continuous covariates 
• Entered as is or add prefix ”c.” before the variable name; 

• e.g.; age or c.age 

• Categorial covariates
• Add prefix ”i.” before the variable name

• e.g.; i.education 
• 1. No education [Reference]
• 2. Primary education
• 3. Secondary education
• 4. Higher education

• Change the reference group  b[level].varname 
• e.g. b2.education --> reference is now primary education 

STATA Syntax



• A priori 
• Selection based on 

• Theory 
• Previous research

Inclusion of Covariates



I. Brief summary of the analysis conducted
II. Information about your sample, including any missing 

values
III. Examination of all the assumptions of the logistic 

regression, including any remedies that were taken for 
violations of any of these assumptions.

IV. Assessment of how well the model fits the data e.g. use 
of measures, such as the Hosmer-Lemeshow test

V. Regression coefficients and/or odds ratios and 95% 
confidence intervals.

What to report 



Examples of studies using logistic 
regression



Tutorial Example



• Research question: 
• What factors are associated with women’s satisfaction 

with maternity care services? 
• Data Source 

• Health facility registries (routine data)
• Exit interviews

Tutorial Example



Health facility’s antenatal 
care and delivery records 

• Age 
• Gravida 
• Parity 
• Type of delivery 
• Gestational age of 

pregnancy
• Syphilis test 
• HIV test 

Tutorial Example: Data Source

Exit interviews conducted 
before discharge
• Socio-demographic 

characteristics 
• Occupational status, marital 

status, educational level 
• Rating of satisfaction 

• Staff friendliness 
• Staff helpfulness 
• Speed of service
• Recommendation of service 

to a friend/family member 



Outcome

High
Satisfaction

(1)

Low
Satisfaction

(0)



Sample 
Dataset



STATA Demonstration



• Categorical variables 
• Percentages 

• Continuous variables 
• Normally distributed 

• Means
• Standard deviations 

• Not normally distributed 
• Median 
• Interquartile ranges

Univariate Analysis 



STATA Code: 
• tab work satisfied_bi, col chi

Bivariate Analysis 
Covariates Outcome

Categorical Chi-square test or Fischer’s exact test

Continuous One-way ANOVA or T-test if 
assumption of normality holds

STATA Code: 
• oneway age satisfied_bi, tabulate

Statistical difference



Logistic 
Regression: 
Odds

Model chi-sq tests whether 
fit is an improvement relative 
to the null model 

McFadden’s Pseudo R2 -% or 
proportion of improvement 
over the null model 



Odds: Interpretation

Covariate Coeff p value Interpretation

Gestational age 0.1655 0.010 positive and significant predictor of the log 
odds of having high satisfaction 

Gravida -0.1383 0.022 negative and significant predictor of the log 
odds of having high satisfaction 

# of ANC visits 0.3150 0.000 positive and significant predictor of the log 
odds of having high satisfaction 

Secondary/higher 
education

0.9784 0.000 positive and significant predictor of the log 
odds of having high satisfaction



Logistic 
Regression: 
Odds Ratio

Model chi-sq tests whether 
fit is an improvement relative 
to the null model 

McFadden’s Pseudo R2 -% or 
proportion of improvement 
over the null model 



Gestational age 
• OR = 1.18

• Positive association, OR > 1 
• Odds of a woman being highly satisfied increased by a 

factor of 1.18 with every unit increase in the gestational age 
of the pregnancy. 

• Odds is increasing with each increase in the predictor, gestational 
age.

• For every increase in gestational age, the predicted odds 
increases by 18% [(1.18-1)*100% =18%].

• The predicted odds are increasing by 18% per unit increase on 
gestational age. 

Odds Ratio: Interpretation



Gravida
• OR = 0.87

• Negative association, OR < 1 
• Odds of a woman being highly satisfied changes by a factor 

of 0.87 with every unit increase in the gravida of the woman. 
• Odds is decreasing with each increase in the predictor, gravida. 

• For every increase in gravida, the predicted odds of high 
satisfaction decreases by 13% [(0.87-1)*100%=-13%]. 

• The predicted odds are decreasing by 13% per unit increase on 
gravida. 

Odds Ratio: Interpretation



Number of ANC visits
• OR = 1.37

• Positive association, OR > 1 
• Odds of a woman being highly satisfied increased by a 

factor of 1.37 with every unit increase in the number of ANC 
visits. 

• Odds is increasing with each increase in our predictor, number of 
ANC visits.

• For every increase in the number of ANC visits, the 
predicted odds increases by 37% [(1.37-1)*100% =37%]. 

• The predicted odds are increasing by 37% per unit increase on 
number of ANC visits.

Odds Ratio: Interpretation



Educational level
• OR = 2.66

• Positive association, OR > 1 
• Odds of a more educated woman (secondary/higher education) 

being highly satisfied are 2.7 times the odds of a woman who is 
less educated. 

• Odds increases with more education compared to those with less education. 
• Women who have a secondary or higher education are more 

likely to be highly satisfied compared to the women with lower 
education (primary or no education). 

• For more educated women compared to the less educated, the 
predicted odds increases by 166% [(2.66-1)*100%=166%]. 

• The predicted odds are increasing by 166% for more educated compared to 
the less educated women.

Odds Ratio: Interpretation



• Compares the estimated model to the saturated model (model 
that has a perfect fit)

• Test not significant  model is adequately specified/fit 
• Test significant  model is misspecified 

Hosmer-Lemeshow goodness of fit test



Collinearity 
Diagnostics



Overall 
effect of 
factor 
variables



• Program that produces publication-quality tables 
of descriptive statistics. 

• Used for univariate and bivariate analysis 
• Tabulations of counts and percentages
• Tabulations of summary tables 

• means, medians, standard errors, etc.

• Free user-written program
• Version 2  ssc install tabout 
• Version 3 beta  tabout home page

Publication of quality tables in STATA

Tabout home page: http://tabout.net.au/docs/home.php

http://tabout.net.au/docs/home.php


Tabulation of Univariate Analysis 



Tabulation of Bivariate Analysis 



Logistic 
Regression 
Tabulation



What factors are associated with women’s 
satisfaction with maternity care services? 
• Findings

• Gestational age ⇧
• Gravida ⇩
• Number of ANC visits ⇧
• Educational level ⇧

Conclusion



• Analytical approach used to model dichotomous outcome 
variables which as extensive use in health care and social 
sciences

• It predicts the probability of the success of an event or 
falling into a target group

• It’s easy to use and produces robust estimates 
• Produces odds 

• Change in expected log odds relative to the unit change in the 
predictor, holding all other predictors constant 

• Interpret odds for direction of change, and not the amount of 
change 

• Produces odds ratios 
• Change in the odds of success relative to the unit change in the 

predictor, holding all other predictors constant 
• Values are between 0 and +∞
• Present the OR and 95% Confidence interval 

Summary



Resources 
• Background information sheet 

• Overview of logistic regression
• Useful resources

• PowerPoint presentation 
• Sample dataset 
• Sample do file



• Hair, J., Black, W., Babin, B., & Anderson, R. (2019). Multivariate Data Analysis (8th ed.). Cengage 
Learning EMEA.

• Hosmer, D., Lemeshow, S., & Sturdivant, R. (2013). Applied Logistic Regression (3rd ed.). John Wiley & 
Sons, Inc. https://doi.org/10.1002/9781118548387

• Logistic Regression. UCLA: Statistical Consulting Group. https://stats.idre.ucla.edu/stata/dae/logistic-
regression/

• Long, J., & Freese, J. (2014). Regression Models for Categorical Dependent Variables using Stata (3rd 
ed.). Stata Press 

• Long, J. S. (1997). Regression Models for Categorical and Limited Dependent Variables. SAGE. 

• Peduzzi, P., Concato, J., Kemper, E., Holford, T. R., & Feinstem, A. R. (1996). A simulation study of the 
number of events per variable in logistic regression analysis. Journal of Clinical Epidemiology, 49(12), 
1373–1379. https://doi.org/10.1016/S0895-4356(96)00236-3

• Pituch, K., & Stevens, J. (2016). Applied Multivariate Statistics for the Social Sciences (6th ed.). Routledge 
Taylor and Francis Group.  https://doi.org/10.4324/9781315814919
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